
9.7 (a) Let c > 0. According to the Arithmetic Rules for continuous or differentiable functions, the function

h = g − f restricted to the interval [0, c] is continuous and differentiable on the interval (0, c). By the

Mean Value Theorem there exists a number τ ∈ (0, c) such that

h(c)− h(0)

c
= h′(τ) =⇒

g(c)− f(c)− [g(0)− f(0)]

c
= g′(τ) − f ′(τ)

=⇒ g(c)− f(c) = c[g′(τ) − f ′(τ)] ≥ 0.

So g(c) ≥ f(c). As c was arbitrarily chosen, this implies that g ≥ f .

(b) Let f and g be the functions defined by f(x) = sinx and g(x) = x. Then f(0) = 0 = g(0) and

f ′(x) = cosx ≤ 1 = g′(x) for all x > 0.

So, according to part (a), for all x ≥ 0,

f(x) ≤ g(x) =⇒ sinx ≤ x.

(c) Let f and g be the functions defined by f(x) = − cosx and g(x) = −1 + 1

2
x2. Then f(0) = −1 = g(0)

and f ′(x) = sinx ≤ x = g′(x) for all x > 0.

So, according to part (a), for all x ≥ 0,

f(x) ≤ g(x) =⇒ − cosx ≤ −1 + 1

2
x2 =⇒ cosx ≥ 1− 1

2
x2.

Hence, for all x > 0,

1− 1

2
x2 ≤ cosx ≤ 1 =⇒ − 1

2
x ≤

cosx− 1

x
≤ 0.

Since lim
x↓0

− 1

2
x = 0, the Sandwich Lemma for functions implies that

lim
x↓0

cosx− 1

x
= 0.

9.8 Let x < c. Because the restriction of the function f to the interval [x, c] is continuous and differentiable

on the interval (x, c), the Mean Value Theorem implies the existence of a τ ∈ (x, c) such that

f(c)− f(x)

c− x
= f ′(τ) > 0 =⇒ f(c)− f(x) > 0 =⇒ f(x) < f(c) = 0.

The case x > c can be handled in a similar way.

9.11 Because f ′(x) < 0 for all x ∈ (a, c), f is strictly decreasing on the interval (a, c]. So, for every x ∈ (a, c),

f(x) > f(c).

Similarly, f(x) > f(c) for all x ∈ (c, b).

Hence, f(c) is the smallest value of the function on the interval (a, b).

9.12 According to the Quotient Rule for differentiable functions, the function g is differentiable on the interval

(0, 1) and for x ∈ (0, 1),

g′(x) =
xf ′(x)− f(x)

x2
=

1

x

(

f ′(x) −
f(x)

x

)

.



Let c ∈ (0, 1). Because the function f restricted to the interval [0, c] is continuous and differentiable on

the interval (0, c), according to the Mean Value Theorem, there exist a τ ∈ (0, c) such that

f ′(τ) =
f(c)− f(0)

c− 0
=

f(c)

c
.

This however means that

g′(c) =
1

c

(

f ′(c)−
f(c)

c

)

=
1

c

(

f ′(c)− f ′(τ)
)

≥ 0.

Note that f ′(c) ≥ f ′(τ), because the function f ′ is increasing and because τ < c.

Since c was arbitrarily chosen, g′ ≥ 0. So the function g is increasing on the interval (0, 1).

11.6 (b) In order to evaluate the integral
∫

π

0

x2 sinxdx

we introduce f(x) = x2 and g′(x) = sinx. Because, for any x > 0, f ′(x) = 2x and g(x) = − cosx, Partial

Integration leads to

∫

π

0

x2 sinxdx =
[

x2 · − cosx
]

π

0
−
∫

π

0

2x · − cosxdx = π2 + 2

∫

π

0

x cos xdx

In order to evaluate the integral
∫

π

0

x cosxdx

we introduce f(x) = x and g′(x) = cosx. Because, for any x > 0, f ′(x) = 1 and g(x) = sinx, Partial

Integration leads to

∫

π

0

x cosxdx =
[

x · sinx
]

π

0
−
∫

π

0

1 · sinxdx =
[

cosx
]

π

0
= −1− 1 = −2.

So the given integral is equal to π2 − 4.

(c) In order to evaluate the integral
∫

π

0

sin2 xdx

we introduce f(x) = sinx and g′(x) = sinx. Because, for any x > 0, f ′(x) = cosx and g(x) = − cosx,

Partial Integration leads to

∫

π

0

sin2 xdx =
[

sinx · − cosx
]

π

0
−
∫

π

0

cosx · − cosxdx =

∫

π

0

cos2 xdx =

∫

π

0

[

1− sin2 x
]

dx

=

∫

π

0

dx −
∫

π

0

sin2 xdx = π −
∫

π

0

sin2 xdx.

Hence,
∫

π

0

sin2 xdx = 1

2
π.



11.12 In order to evaluate the integral
∫

1

0

x2

√
4− 3x

dx

we use the method of Partial Integration with f(x) = x2 and g′(x) =
1

√
4− 3x

. Then

∫ 1

0

x2

√
4− 3x

dx =
[

− 2

3

√
4− 3x · x2

]1

0
−
∫ 1

0

− 4

3
x
√
4− 3xdx = − 2

3
+ 4

3

∫ 1

0

x
√
4− 3xdx.

This last integral can be evaluated by using the method of Partial Integration with f(x) = x and

g′(x) =
√
4− 3x. Then we obtain

∫ 1

0

x
√
4− 3xdx =

[

− 2

9
(4− 3x)1

1

2 · x
]1

0

−
∫ 1

0

− 2

9
(4− 3x)1

1

2 dx

= − 2

9
+ 2

9

[

− 2

15
(4− 3x)2

1

2

]1

0

= 2

9

(

−1− 2

15
+ 64

15

)

= 2

9
· 47

15
.

The original integral is equal to

− 2

3
+ 4

3
· 2

9
· 47

15
= 106

405
.

11.13 In order to evaluate the integral
∫

e

1

√
x lnxdx

we use the method of Partial Integration with f(x) = lnx and g′(x) =
√
x. Then

∫

e

1

√
x lnxdx =

[

lnx · 2

3
x1

1

2

]e

1

−
∫

e

1

2

3
x1

1

2 ·
1

x
dx = 2

3
e
√
e−

∫

e

1

2

3
x

1

2 dx

= 2

3
e
√
e−

[

4

9
x1

1

2

]e

1

= 2

3
e
√
e− 4

9
e
√
e + 4

9
= 2

9
e
√
e + 4

9
.


