5.1 (a) Since
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the length of each vector is multiplied by two.
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(c) Note that
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is the inverse image of v.

5.2 Since
r 0 z1 Ty
0 0 T2 TT2
. = = ’[“Q,
0 0 r T, Ty
r 0 0
. . RV . r 0
The mapping T is the left-multiplication by the matrix . .
0 O r

5.3 (a) In order to find those vectors z satisfying Az = b we reduce the following matrix:

1 0 -1 b 1 0 -1 b1 1 0 -1 b1
3 1 =5 b — |0 1 =2 by3—3b| — |0 1 =2 ba — 3b1
-4 2 0 b3 0 2 —4 b3+44b 0 0 0 b3 —2by+ 100y

Apparently the system Az = b has an infinite number of solutions if bg — 2b3 4+ 10b; = 0.
If b3 — 2by + 10b; # 0, then the system has no solutions.
Hence there are no vectors such that the inverse image consists of one element only.

(b) In order to find the inverse image of 0 we have to solve the system Az = 0.

Part (a) implies that the reduced coefficient matrix of this system is given by

0 -1
0 1 -2
0 0 O

The reduced form of the system Az =0 is



Hence the solution set is given by
1

z|2|]z€eR
1

This set represents a line in IR? containing the origin.

(c) A vector b € IR? is an image for the mapping 7T if there exists an z € IR® such that Az = b. So the
set of all images is just the set consisting of those vectors b € IR? for which the system Az = b is
solvable. According to part (a) the foregoing system is solvable only if bg — 2bs + 10b; = 0.

The set
{T(z)| 2R’} = {be R’ bs—2by+ 10b; =0}

represents a plane in the set IR? containing the origin.

54 Let y = T(z). If ¢ is the angle between the vector x and the positive horizontal axis, and if

r=llz| =yl then
T1 =TCOSP
{ To = rsin @,
while
y1 = rcos(29 — )
{yg = rsin(29 — ).
Hence,
Hoz) =y = [rcos 29 cos(—p) — rsin 29 sin(—y) ] _ [ 21 €08 29 + x4 sin 29
= 7 cos 20 sin(—y) + rsin 29 cos(—p) —Z9 €08 20 + x1 sin 2¢

B {cos?ﬁ sin219} {zl}
© sin20 —cos20 | [ap ]
So the mapping Hy is in fact a left-multiplication by the given matrix;

5.5 Since T is a linear mapping,

T(2v; — 3wy +4w3) =T(2uy —3wy) +T(dws) =T (2vy) + T(=3w,) + T'(4ws)
9 0 —12 ~10
=2T(vy) = 3T(0y) +4T(vg) = | =2 | + | 9| +| 4| =| -7
4 —6 8 6



5.7 The mapping can be presented in the following way:

(a) By means of the foregoing figure one finds that

r([)-15)
y -yl
(b) Let u,v € R? and ¢ € R. Then

rwso=n(() - [ (][] o

U2 + V2 —Uug — U2 —U2 —v2
and
cu —cu —u
() e R
CUg —CUu2 —U2
So according to the definition 7T is a linear mapping.

5.10 Note that, according to the definition, the ith column of A equals T'(e;).

Furthermore

T'(e;) = Be; = [by by ... b,le

is the ith column of B.

Since for every i the ith column of B is equal to the ith column of A, it follows that A = B.

5.11 Let A be the matrix with the vectors v, v, and v4 as its columns:

1 1 1
A=1|1 1 0
1 0 0

(a), (b) In part (a) we have to prove that the system Az = b is solvable for any b € IR? and in part (b) we

have to show that this system has a unique solution for all b € IR3.



Therefore we reduce the augmented coefficient matrix of the system Az = b:

1 1 1 b (1 1 1 by 1 1 1 b1
1 1 0 byl =10 0 —1 by—b|—=|0 1 1 b —bs
1 0 0 b3 0 -1 —1 bg—by 0 0 —1 by—10
[1 0 0 b3 1 0 0 b3
=10 1 1 by—bs|—=|0 1 0 by—bs
(0 0 1 by—by 0 0 1 by —bo

So the system Az = b has a unique solution for any b € IR3.
(c) Let z € IR®. Then by the foregoing parts, we can write x as a (unique) linear combination of the
vectors v, vy and v;:

=230 + (2 — 3)vy + (T1 — x2)V35.
So, by the fact that T is linear,
T(z) =T(x3v, + (22 — x3)vy + (21 — T2)U3)

= 23T (v;) + (22 — 23)T(v3) + (21 — 22)T(v3)

o[ frenea]

|:4331 — 23?2 —$3:|
31 —4dxg + a3 |

5.14 (a) Note that T'(z) = Az, where
0

1 p
A=1(0 1 4
1 0 1
In view of Theorem 3(b) we have to investigate for which values of p the trivial solution is the only
solution of the system Ax = 0.

Reduction of the coefficient matrix of this system leads to

1 0 p 1 0 D
0 1 4| —1]0 1 4
1 0 1 0 0 1-—p

The trivial solution is the only solution of the system if p # 1. For those values of p the mapping T
is one-to-one.

(b) In view of Theorem 3(a) we have to investigate for which values of p the system Az = b has a solution
for every b € IR3.

(Partial) reduction of the augmented coefficient matrix leads to

1 0 P b1 1 0 p bl
0 1 4 b2 — |0 1 4 bg
1 0 1 b3 0 0 1—p bs3—0b;

If p = 1 the system Az = b is solvable only if by = b3. So the system is solvable for all b € IR? if
p # 1. For those values of p the mapping T is surjective.



